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It has been long hypothesized that the structure of a material bombarded by energetic particles
might approach a certain asymptotic steady state in the limit of high exposure to irradiation. There
is still no definitive verdict regarding the validity of this hypothesis or the conditions where it applies.
To clarify this, we explore a highly simplified model for microstructural evolution that retains full
atomic detail of the underlying crystal structure and involves random events of generation and
relaxation of defects. We explore the dynamics of evolution of the model in the limit T = 0, where
the defect and dislocation microstructure is driven purely by the spatially fluctuating stress field
accumulating as a result of stochastic generation of point defects. Using body-centred cubic iron
and tungsten as examples, we show that microstructure exhibits a structural transition and then
approaches a limiting asymptotic state at doses of order O(0.1) and O(1) canonical defects per
atom, respectively, and analyse the microscopic and macroscopic parameters characterizing both
the transition and the asymptotic microstructural state.

I. INTRODUCTION

A variety of applications involve exposing materials
to intense fluxes of energetic atomic or subatomic par-
ticles, producing significant changes in microstructure.
These applications include high-energy accelerators1, ad-
vanced fission or future fusion reactors2, high-energy ion
beam processing of materials3, immobilization of radioac-
tive waste4, and surface modification of materials by ion
beams5. Effects of exposure to energetic particles appear
particularly significant in the limit where the density of
defects produced in the material by irradiation is high6.

An accepted measure of exposure to irradiation is a
dimensionless positive definite parameter called displace-
ment per atom (DPA)7. The notion of atomic displace-
ments, introduced by Kinchin and Pease8 and quantified
by Norgett, Robinson and Torrens9, refers to a DPA pa-
rameter φ, the derivative of which with respect to time
φ̇ = dφ/dt is proportional to the average rate of produc-
tion of pairs of vacancy and self-interstitial atom (SIA)
defects per atomic site per unit time. Whereas in the
low dose limit φ � 1, in the absence of recombination
or other kinetic effects, the number of defects produced
in a material per atomic site varies linearly with φ, a
still outstanding question critical to applications is how
the microstructure of a material changes, in comparison
with the initial microstructure, in the limit where φ ∼ 1
or φ� 1.

Somewhat surprisingly, exploring the limit φ � 1 by
a direct experimental observation involving the use of a
high energy ion beam, is relatively routine10,11. High lev-
els of exposure exceeding 200 DPA have been achieved
using neutron irradiation in commercial steels12. How-
ever, interpreting the data proves challenging, let alone
developing a predictive model for the microstructure de-
veloping in the high exposure limit.

Remarkable progress in elucidating the fundamental

origin of structural changes occurring in materials under
irradiation has been achieved over the past three decades
using molecular dynamics simulations7,13–16. Simula-
tions primarily explore the production of defects by im-
pacts of energetic particle in the bulk of perfect crys-
tals17,18 or near surfaces19,20. Following the pioneer-
ing studies by Samaras et al.21,22 who analyzed how
defects were produced by energetic collision events in
nano-crystalline materials, extensive computer simula-
tions have been performed exploring the effect of va-
cancy clusters23,24, dislocations25,26, dislocation loops27,
and grain boundaries28 on defect production and accu-
mulation in materials where the initial microstructure
was different from the ideal periodic crystal lattice. Di-
rect experimental observations show that the character-
istic timescales of evolution of microstructure under ir-
radiation depend strongly on the type of microstructure
already present in the material. For example, finely dis-
persed defects appear to slow down the evolution con-
siderably more significantly than defects coalesced into a
large-scale dislocation network29. Similarly, short-range
fluctuations of the local atomic environment in a concen-
trated solid solution appear to have a profound effect on
the evolution of microstructure30,31.

Particularly valuable information about the defect and
dislocation microstructure of a material exposed to a high
amount of irradiation can be derived from simulations in-
volving repeated impacts of energetic particles30,32. Sim-
ulations show, in qualitative agreement with experimen-
tal observations33, that the accumulation of defects grad-
ually slows down and possibly saturates in the φ ∼ 1
limit. However, a fully quantitative statistical explo-
ration of the transition to saturation and the asymptotic
φ � 1 limit requires relatively extensive computational
effort and involves the simulation of a large number of
dynamic collision cascade events. The relatively slow cu-
mulative evolution of microstructure as a function of φ
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appears to occur in several stages, from the initial lin-
ear regime to the eventual asymptotic saturation. The
identification of these stages in simulations of dynamic
cascade events is impeded by data fluctuations, result-
ing from a combination of factors. Those include the
size of the simulation cell that is often comparable with
the spatial scale of a dynamic cascade event, the still
less well controlled high-energy part of the simulations
sensitive to the assumed rate of energy losses, the un-
certainty associated with the small impact parameter in-
teraction, the cut-off range of the interaction potential34

and possibly even the quantum-mechanical non-adiabatic
effects18,35,36.

To examine the fundamental physical content of the
problem of exposure to high dose, and to select a suit-
able simulation algorithm, it is convenient to refer to the
relaxation time-temperature diagram shown in Fig. 1.
Thermally activated evolution of microstructure in the
great majority of cases follows the Arrhenius law37. For
a given temperature T this law enables defining a char-
acteristic timescale τ of microstructural evolution as

τ−1 ∼ ω0 exp(−Ea/kBT ) (1)

where ω0 is the attempt frequency, comparable to the
Debye frequency of the material, and Ea is the activation
energy for the dominant low-barrier mode of evolution.
Defect and dislocation microstructure remains stationary
on the timescale shorter than τ .

The magnitude of τ can be macroscopic, for example
the microstructure of pure iron exposed to high dose ion
irradiation evolves over a period of approximately five
months at room temperature38. The recovery of dislo-
cation loops in aluminium at room temperature occurs
on the timescale of 230 years39. No significant dynam-
ics is observed in tungsten irradiated to 1.6 DPA on the
timescale of an hour40 at temperatures up to 800◦C.
Irradiated zirconium41 does not visibly evolve at tem-
peratures below 300◦C. The microstructure of irradiated
steels remains stationary on the timescale of a week42 at
T ≤ 330◦C.

Treating defect and dislocation microstructure as a dy-
namic entity evolving by thermal activation is only nec-
essary in the limit t � τ . If the rate φ̇ of generation of
defects by irradiation is higher than τ−1 then microstruc-
tural evolution is driven by factors other than thermal
activation. Experimental observations show that cases
where microstructural evolution occurring under irradia-
tion is not thermally activated, are common33.

Among the computational methods developed for mod-
elling evolution driven by thermal activation, kinetic
Monte Carlo (kMC) methods43,44 have provided funda-
mental insights into the dynamics of accumulation of ra-
diation damage. kMC approaches are particularly suc-
cessful in the small dose limit φ � 1, where the density
of defects is low and where simulations match experi-
mental observations very well45–47. Applying kMC sim-
ulations to dense defect and dislocation microstructures
observed in the φ ≥ 1 limit, and including the effects of
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FIG. 1. Sketch of the relaxation time-temperature diagram,
plotted for ω0 = 4 ·1013 s−1 and for two values of the effective
activation energy Ea. Microstructure remains stationary at
relatively low temperatures and short timescales. Thermally
activated dynamic evolution occurs in the high temperature
and long timescale asymptotic limit.

linear and non-linear elastic interaction between defects
and dislocations in the kMC framework has so far proved
challenging48–52.

Can the high dose limit be explored by a direct atom-
istic simulation? Studies involving applications of molec-
ular dynamics to modelling high entropy alloys, exposed
to a relatively high irradiation dose, were carried out by
Koch et al.53 and Granberg et al.30. The simulations, in-
volving random initiations of many hundreds of cascade
events in the same simulation cell, have enabled reaching
the level of exposure close to φ ∼ 0.7. In principle this
approach can be extended to the high dose limit, however
the extensive computational effort associated with direct
atomistic simulations of cascades make the above studies
relatively unique.

It is appropriate to recall the fundamental meaning of
the exposure parameter φ. This parameter was intro-
duced in Refs.8,9 as an estimate for the average rate of
production of point defects in a material exposed to a
flux of energetic particles. Modern computer simulations
aim to predict how these defects are produced by directly
modelling high energy collision events7,16,54. While the
simulations successfully mimic the microscopic dynamics
of atomic collisions, the instabilities invariably associated
with solutions of non-linear classical molecular dynamics
equations introduce statistical fluctuations in the data.
As a result, it is difficult to determine exactly how many
defects a new cascade event would produce in a complex
microstructure, and even define the nature of these de-
fects. In view of this, it might be desirable to formulate
and explore a model that circumvents entirely the fluc-
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tuation aspect of defect production, and instead explores
the evolution of microstructure driven solely by discrete
deterministic defect formation events. In such a simula-
tion, φ becomes a deterministic variable and acquires the
meaning of the total number of defects generated by the
algorithm over the duration of the simulation, divided by
the total number of atoms in a simulation cell.

In what follows, we investigate the microstructure that
forms as a result of application of a simplified model
based on a creation-relaxation algorithm (CRA). The al-
gorithms evolves the microstructure by randomly picking
an atom in a simulation cell, and inserting it at a ran-
domly chosen location in the same cell, according to a
chosen probability distribution. This process may be con-
sidered as being similar to the creation of Frenkel pairs
with the added simplification that it does not involve
treating the high-energy part of the defect production
process. In terms of its physical content, the highly sim-
plified nature of the algorithm makes it similar to the
Ising model for phase transitions or the sand-pile model
for self-organized criticality55. Still, the algorithm fully
takes into account the effects of linear and non-linear
lattice deformation resulting from the accumulation of
defects, and hence enables treating the aspect of the
evolution problem that has so far proved most challeng-
ing to kMC simulations. By not considering the high-
energy stages of radiation damage production, the algo-
rithm minimizes the computational effort, enabling the
exploration of high values of φ even for relatively large
simulation cells.

Despite the above seemingly strong model assump-
tions, the complexity of defect and dislocation mi-
crostructure emerging from a CRA simulation is similar
to the microstructure found in full cascade simulations,
with the added benefit of that a CRA analysis features
a somewhat lower level of statistical noise. In addition,
the CRA analysis of the high dose limit enables answer-
ing a question that had so far proved elusive, namely,
what is the maximum density of defects that a material
exposed to irradiation can accumulate at a relatively low
temperature. CRA simulations show that, depending on
the material and the adopted form of the interatomic in-
teraction law, this asymptotic defect concentration is in
the several percent range.

The CRA algorithm may be defined as follows.

1. We construct a lattice of N atoms of a desired size
and crystallography.

2. Set NFI = 0, where FI refers to a Frenkel pair in-
sertion.

3. Randomly choose one atom.

4. Randomly choose a position within the simulation
cell according to a desired spatial probability dis-
tribution.

5. Place the chosen atom at the new position.

6. Use an energy minimization method to find a new
(zero-force) global potential energy minimum for
all the atoms in the simulation cell.

7. Set NFI = NFI + 1, and update the canonical value
of DPA parameter φ to NFI/N .

8. Repeat steps 3 to 6 until the algorithm reaches a
desired end of simulation value of canonical DPA.

In its form given above, the CRA describes a high dissi-
pation mode of defect production, effectively correspond-
ing to zero temperature, and thus describes a regime for
which the defect generation rate is higher than the inverse
relaxation time-scale associated with the thermally acti-
vated microstructural evolution. In this limit the canon-
ical DPA represents a natural choice of a parameter de-
scribing defect production, and in what follows will be
referred to as cDPA. An algorithm similar to CRA has
recently been applied to the investigation of accumula-
tion of defects in pure iron by Chartier and Marinica57.
While the study was primarily focused on the exploration
of the interplay between the dislocation microstructure
and small inclusions of the Laves C15 phase, the authors
of Ref.57 noted several remarkable features of microstruc-
tural evolution, including a non-monotonic variation of
the density of dislocations across the DPA range from
0.01 to 1 cDPA, and the emergence of an asymptotic mi-
crostructural state that we explore here in detail. By
comparing tungsten and iron, we show that the dynamic
microstructural transition occurring in the range of doses
close to 0.1 cDPA is a general phenomenon, unrelated to
the presence of the C15 phase in the material. Work
has also been done on modelling HCP Zr at finite tem-
perature starting with either a perfect lattice or an ini-
tial defect structure58. This work focused on defect clus-
ter dynamics and revealed a correlation between defect
content and volume expansion, suggesting a link to pre-
breakaway volume swelling. A similar approach has also
been taken by Chartier et al.59 for Urania, in which they
studied micro-structural evolution as a steady state was
approached. Algorithms involving the generation of indi-
vidual defects have also been used to investigate disloca-
tion evolution in the vicinity of Zr-Nb multilayer phase
boundaries60, amorphization in Cu-Ti intermetallic com-
pounds61, and model Lennard-Jones systems62. Studies
addressing small doses or small system sizes can be found
in Refs.63–65.

In the absence of thermal activation, what drives the
evolution of microstructure? Surprisingly, it is possible
to give an unambiguous answer to this question. Indeed,
what drives structural atomic relaxation in the absence
of thermally activated motion is the direct non-linear re-
sponse of structure to forces acting between the atoms.
The relaxation of microstructure on the scale of an en-
tire simulation cell is driven by a spatially fluctuating
stress developing in the cell as a result of spatially vary-
ing deformation (strain) stemming from the production
of defects. In this respect, the evolution predicted by
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the CRA algorithm is fundamentally similar to the evo-
lution observed in a dissipative discrete dislocation dy-
namics simulation, or in a simulation of an earthquake.
An apparent similarity between earthquakes and collision
cascade events was noted earlier18,55 in relation to the
power law statistics found in high energy atomic impact
events56.

The study is organised as follows. We start by describ-
ing the computational details of the creation-relaxation
algorithm. Given that the notion of canonical DPA
provides a precise non-fluctuating measure of radiation
exposure, we investigate the stages of evolution of mi-
crostructure from a perfect crystalline state to the yet un-
known asymptotic structural form emerging in the limit
cDPA→ ∞. Although intuitively it might appear likely
that a crystalline material subjected to repeated events of
production of defects should eventually reach an asymp-
totic dynamic equilibrium state, which is statistically in-
variant with respect to the continuing generation of new
defects, the structure of such a state has never been de-
termined. We find that this asymptotic dynamic equilib-
rium state is characterized by strong fluctuations of stress
and strain, while still largely retaining crystalline order.
The effective predicted defect content of the asymptotic
state amounts to several percent per lattice site. CRA
simulations show that this structurally fluctuating state
evolves from the initial pure crystalline state through
several stages, spanning intervals to φ ∼ 0.01 cDPA,
then φ ∼ 0.1 cDPA, and then φ ∼ 0.7 cDPA, even-
tually reaching an asymptotic structural configuration
in the high dose limit. The asymptotic state exhibits
a number of unusual properties including a remarkable
non-local response to perturbations, and the occurrence
of earthquake-like phenomena55 where the creation of a
new defect at a certain point gives rise to a major relax-
ation event at a large distance from the original location.
We conclude with a discussion of how the properties of
the asymptotic state derived from simulations can be re-
lated to experimental observations, and in particular to
the problem of the so-called invisible damage in struc-
tural nuclear materials exposed to neutron irradiation.

II. SIMULATION METHOD

In this study, we consider a BCC lattice and a uniform
spatial probability distribution of generation of defects.
Thus, at each step of execution of the CRA, a chosen
atom can be displaced to anywhere within the simula-
tion cell. Upon insertion of a Frenkel pair (steps 2 to 4 of
our CRA alogrithm), the conjugate gradient minimiza-
tion is employed to relax the structure and find a new
local potential energy minimum. In the present work
this is performed under fixed volume conditions. The
use of a fixed zero pressure boundary conditions is model
dependent and problematic for energy minimization al-
gorithms because the objective function with respect to
atomic positions is modified upon a change in cell vol-

ume and cell shape. Use of fixed volume will result in an
evolving global stress with respect to irradiation, whereas
fixed zero pressure would result in an evolving simula-
tion cell shape and therefore explicit volumetric swelling.
Fixed volume simulations do however provide an esti-
mate of swelling through expressing the global hydro-
static pressure in units of the empirical potential’s bulk
modulus. It is noted that some CRA simulations were
performed under fixed zero pressure conditions, and the
results obtained where in complete qualitative agreement
with those derived from the fixed volume simulations.

For each FI, the location of the displaced atom is en-
tirely random. If the employed empirical potential has a
strong short range repulsive form (which is usually the
case for interatomic potentials used in the modelling of
radiation damage), the relaxation procedure results in a
physically meaningful low energy structure. For poten-
tials that do not have this short range feature, the initial
position of the displaced atom must avoid locations too
close to other atoms. This would also be necessary when
using Density Functional Theory methods to perform the
relaxation. For these latter two cases (not considered
here) an additional parameter is needed to define the
CRA approach, giving the minimum distance between
the re-inserted atom and all other atoms.

As model materials studied using the algorithm, we
consider both Iron (Fe) and Tungsten (W). To simulate
the atomic structure of Fe, the embedded atom method
(EAM) potential of Mendelev et al.66 (EAM2) and the
second-generation magnetic potential of Chiesa et al.67

are used. For W, the EAM potentials of Marinica et
al.69 (EAM4) and Mason et al.70 are used. All the simu-
lations are performed at fixed volume since this defines a
physically unambiguous Hamiltonian equations of atomic
motion. All the energy scales involved match the energy
scales at which the interatomic potentials were fitted,
minimizing the uncertainties associated with the simula-
tions. The initial BCC lattice sizes considered here span
cubic conventional cells with side lengths equal to 10, 20,
30, 40, and 80 BCC unit cells. The largest system size
considered therefore contains 1024000 atoms. In secs. III
to VI the work focuses on the largest system size consid-
ered using the Mendelev et al.66 potential for Fe, whereas
appendix A investigates the effect of simulation cell size
for this Fe potential, appendix B the dependence on the
choice of Fe potential, and appendix C considers CRA
simulations of W. The present work employs LAMMPS73

to perform the structural relaxation and OVITO74 for the
atomic visualization and structural analysis.

III. STRUCTURAL EVOLUTION UP TO 2.5
CDPA

The CRA approach is now applied to explore irradi-
ation doses up to 2.5 cDPA in a model BCC Fe mate-
rial described by the empirical intertomic potential of
Mendelev et al.66. Results are presented for a relatively
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FIG. 2. Plot of the average change in energy per atom (left
axis) and global pressure (right axis) as a function of canoni-
cal DPA (Frenkel pair insertion number divided by the total
number of atoms). The pressure is plotted in units of the
perfect BCC crystal bulk modulus of the empirical potential.
The inset highlights early stages of irradiation, corresponding
to low cDPA φ� 1.

large system size. This sample contains 1024000 atoms
and the simulation therefore involves 2560000 Frenkel
pair insertions to reach the dose of φ = 2.5 cDPA. Fig. 2
displays the evolution of the change in energy per atom
and the global pressure as a function of cDPA. The data
reveals that after an initial rapid rise, both quantities
change little beyond a cDPA of φ ∼ 1.5, indicating that a
steady state has being reached. The hydrostatic pressure
is given in units of the empirical potential’s bulk modu-
lus, G = 179 GPa, giving an estimate of the equivalent
volume expansion which would occur under zero-pressure
irradiation conditions. Thus, a cDPA value beyond unity
results in a steady-state swelling of ∼ 2% − 2.5% for
our model BCC Fe. This simple estimate is within 10%
of the volume swelling of the final atomic configuration
at φ = 2.5 cDPA, obtained using a combined structural
and simulation cell relaxation at fixed zero pressure - see
Sec. VI.

The global shear stress components of the fixed cu-
bic simulation cell (these components are not shown in
Fig. 2) fluctuate around zero with respect to cDPA at
a stress scale ±5% of the hydrostatic pressure. From a
systematic investigation of the steady-state as a function
of system size, the off-diagonal shear components of the
global stress tensor scale as functions of the volume of the
cell V as σxy ∼ V −2/3, and are thus expected to vanish
in the macroscopic limit.

Due to repeated Frenkel pair insertions, the vacancy
and interstitial content gradually increases. To detect
the interstitial and vacancy content, the Wigner-Seitz

method is used. Here, an array of Wigner-Seitz (Voronoi)
volumes, corresponding to the initial BCC lattice, is
constructed as a reference. To determine the intersti-
tial/vacancy defect content of an atomic configuration
at a particular dose, the number of atoms within each
Wigner-Seitz volume is counted. A Wigner-Seitz volume
containing no atom is identified as a vacancy, and when
it contains two atoms, it is identified as a self-interstitial.
A higher number of particles could be contained within
a Wigner-Seitz volume, however the present work found
this to be extremely rare. Because of particle conserva-
tion, the instantaneous total numbers of vacancies and
self-interstitials, in what follows referred to as intersti-
tials, measured this way are always found to be equal.
However, such a method of counting defects does not
distinguish between isolated interstitial defects and, for
example, an extra full plane of atoms associated with
a planar disk of interstitials (an interstitial dislocation
loop). Inspection of the bond distance for the identified
interstitials allows this distinction to be approximately
made. If the bond distance is comparable to the nearest
neighbour distance in the perfect lattice, the interstitials
are identified as belonging to a large dislocation loop or
an extra plane of atoms. If the bond distance is signif-
icantly less than that the value expected for the perfect
lattice,

√
3l0/2, where l0 is the BCC lattice parameter,

then the interstitial is identified as an isolated defect.
The upper range is taken as 0.93 that of

√
3l0/2.

Visual inspection (not shown) of the resulting lattice
interstitials reveal them to be well-separated from those
interstitials contributing to the extra atomic-planes as-
sociated with dislocation loops. The approach taken can
not resolve other possible structures such as mixed Laves
C15/dislocation loop structures - an aspect not consid-
ered in the present work. Indeed, a common-neighbour
analysis of the evolving micro-structure revealed only a
very small icoshadral content during the dislocation loop
nucleation regime, where in a few cases small clusters
of Laves back-bone polyhedral structures were observed.
The much larger clusters seen in the work of Chartier
and Marinica57 were not found.

Fig. 3 displays the evolution of the interstitial/vacancy
percentage content as a function of cDPA. At lower cDPA
values, the interstitial and vacancy content is seen to be
identical and to rise rapidly. At a cDPA value close to
φ ∼ 0.05, the isolated interstitital defect content diverges
from that of the vacancy and begins to decrease. At the
highest cDPA values, the vacancy content plateaus at
approximately 3.5% and the isolated interstitial content
at approximately 0.5%, highlighting the unusual nature
of the microstructure of the steady state identified via
energy and pressure. A qualitatively similar trend was
observed in simulations of radiation damage effects in
Urania59.

Together, Figs. 2 and 3 show that at a sufficiently high
dose corresponding to values above∼ 2 cDPA, an approx-
imate steady state is reached in terms of energy per atom,
global hydrostatic pressure, and interstitial/vacancy de-
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FIG. 3. Plot of vacancy and individual interstitial percentage
content as a function of canonical DPA (Frenkel pair insertion
number divided by the total number of atoms). The inset
highlights the early stages of irradiation corresponding to low
cDPA.

fect content. Under zero-pressure conditions this would
entail a steady state swelling of ∼ 2%. This latter aspect
will be considered in more detail in Sec. VI.

In the context of the apparent emergence of a mi-
crostructurally complex steady state in the high cDPA
limit, it would be appropriate to note a kMC study of
the accumulation of damage by Björkas et al.77 who ob-
served that, due to recombination, the density of radia-
tion defects saturates at a relatively low dose φ ∼ 0.01 if
a kMC model takes into account the trapping of defects
by impurities. While the kMC study77 did not take into
account the formation of an extended dislocation net-
work, which as we show below is highly significant, the
effect of trapping of defects by impurities is pertinent and
consistent with the fundamentals of the study presented
here. Interaction between defects and impurities immo-
bilize radiation defects50,78,79, and this extends the range
of validity of the model considered here further into the
finite temperature domain.

The insets in Figs. 2 and 3, which focus on doses of
up to 0.1 cDPA, exhibit an initial linear dependence on
cDPA for all quantities. This underlies the additive na-
ture of the FI effect in the dilute defect limit, where each
new vacancy and interstitial is created in a nominally
perfect BCC lattice environment. Such a linear depen-
dence and the associated dilute regime do not last, and a
significant deviation from linearity is already observed at
cDPA values close to φ ∼ 0.02. In this transition regime,
the energy per atom slightly decreases over a short cDPA
interval during which the isolated interstitial content be-
gins to deviate from the vacancy content. Thus the BCC
lattice appears to momentarily regenerate. A detailed

inspection of the corresponding atomic configurations as
a function of cDPA reveals that this apparent regenera-
tion is due to the onset of clustering of interstitials into
dislocation loops. This process in turn explains why the
isolated interstitial content is now less than that of the
vacancies and why it is seemingly decreasing. Thus, there
exists a transition from isolated interstitials to intersti-
tial dislocation loops, which upon further FIs grow in
size. This may be seen as a new dilute regime, now
of relatively isolated interstitial loops, corresponding to
a fundamentally new transient stage, also characterised
by (approximately) linear behaviour of energy per atom,
global hydrostatic pressure, and point defect content with
respect to increasing cDPA. This second regime of struc-
tural response to exposure to irradiation continues up to
φ ∼ 0.5 cDPA.

The aforementioned transition and the final approach
to a steady-state defect structure, with respect to in-
creasing irradiation dose, is best seen through the corre-
sponding dislocation evolution. Fig. 4 shows the dislo-
cation density as a function of cDPA. Here, OVITO is
used to identify the dislocation content according to the
algorithm outlined in Refs.80,81. Only negligible 〈110〉
dislocation content was observed. For the Mendelev po-
tential, 1/2〈111〉 dislocation loops are lower in energy in
comparison to 〈100〉 loops of similar size, suggesting a
simple reason why 1/2〈111〉 loops dominate over 〈100〉
loops.

The data shows that dislocation content emerges as a
new order parameter characterising the microstructure
at approximately 0.02 cDPA, and is associated with the
formation of small 1/2〈111〉 and 〈100〉 interstitial dislo-
cation loops. Fig. 4 also indicates a maximum in the dis-
location density at a cDPA of 0.2–0.3, corresponding to
a deviation away from the second linear defect evolution
stage and marking the end of the dilute dislocation loop
growth regime. At a cDPA value of about 0.5, a third and
final approximate linear regime is entered, which may be
associated with the coalescence of interstitial dislocation
loops, and the beginning of the development of an ex-
tended system-spanning dislocation network. The pres-
ence of a maximum of dislocation density at a dose close
to φ ∼ 0.1 cDPA was also noted in a study by Chartier
and Marinica57.

Thus, the CRA model, through multiple FIs at 0K, is
able to produce a physically meaningful structural evolu-
tion trajectory from an initially perfect crystal lattice at
φ = 0 to a steady state characterised by the co-existence
of isolated defects, defect clusters, and extended disloca-
tion network at irradiation doses φ� 1 over an interval
of cDPA values of O(1). A similar structural evolution
towards high doses was identified for Urania59.

Fig. 5 displays atomic-scale visualizations of the evolv-
ing microstructure. In these pictures, the left panels
(blue balls) represent vacancy sites, the central panels
(red balls) represent interstitial defect sites, and the right
panels the 1/2〈111〉 (green lines) and 〈100〉 (purple lines)
dislocation structures. Fig. 5a shows the configuration
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number of atoms).

at 0.02 cDPA corresponding to the very onset of disloca-
tion loop formation. At this dose, only one dislocation
loop (see arrow in right-most panel), with the Burgers
vector of 1/2〈111〉, is seen and the vacancy and isolated
interstitial contents are still identical. Fig. 5b shows a
configuration at φ = 0.1 cDPA, corresponding to the di-
lute dislocation loop regime, and the dislocation density
that is about half that of the maximum achieved later at
a cDPA value of 0.2. An approximately uniform density
of loops is seen with Burgers vectors 1/2〈111〉 and 〈100〉.
At this cDPA value, the isolated interstitial and vacancy
defect contents begin to diverge from each other, with
the vacancy content increasing and the isolated intersti-
tial content decreasing. Fig. 5c now shows configurations
at 0.2 cDPA, corresponding to the peak in the disloca-
tion line density seen in Fig. 4. The microstructure now
contains larger dislocation loops that originate from the
coalescence of smaller loops. Some dislocation structures
are seen that may no longer be easily identified as dislo-
cation loops, indicating the start of the development of
an extended dislocation network. Here also, the isolated
interstitial content is clearly lower than that of the va-
cancy. Fig. 5d shows the final asymptotic configuration
at 2.5 cDPA, which is well within the steady state regime.
Here, system spanning 1/2〈111〉 dislocation structures
are seen along with a significantly reduced population
of dislocation loops, all of which are embedded in a spa-
tially uniform dense population of vacancies and isolated
interstitials.

The left panels of Fig. 5 demonstrates that up to a
value of 2.5 cDPA, the spatial distribution of vacancies
remains considerably homogeneous, a result that is ex-
pected given the lack of thermally assisted vacancy diffu-

sion. Such a homogeneity is also seen in the spatial dis-
tribution of lattice interstitials (central panels of Fig. 5),
that is, those interstitials that do not become part of
the extra atomic planes associated with the dislocation
network.

The observation of a significantly reduced isolated in-
terstitial population indicate that a considerable fraction
of self-interstitials produced through FIs exist now as the
extra lattice planes associated with the observed disloca-
tion content. The vacancy content of the steady state
microstructure is therefore unusually high, a prediction
that appears to be in good agreement with experimental
observations82. A natural conclusion of the fact that the
density of defects is high is that the emerging steady state
microstructures are characterised by a significant internal
strain, and therefore internal stress. These are material
state variables that will be shown to play a central role in
the characterization of the steady state. The occurrence
of large stress and strain in a material containing dense
populations of radiation defects agrees with the elasticity
analysis performed in Ref.83.

IV. THE STEADY STATE

The results of Sec. III indicate that the initially perfect
crystal gradually evolves into an microstructural state
that appears effectively resistant to irradiation and sta-
tistically invariant with respect to multiple FIs. This
microstructural state emerges as a result of application
of the CRA algorithm introduced in Sec. I. In terms of
global variables displayed in Figs. 2–6, this steady state
may be characterized by the spatially fluctuating energy
density and global stress that are intimately related to
the corresponding fluctuations in the microstructure, de-
fined by its variable and spatially varying interstitial, va-
cancy and dislocation content.

In the steady state exposure-independent microstruc-
ture it becomes statistically meaningful to define a prob-
ability distribution of material response. We start by ex-
ploring the distribution of events associated with changes
in the total energy upon a FI insertion. Fig. 6a plots an
un-normalized histogram of total energy changes result-
ing from individual FIs in the steady state. The data is
derived from approximately 1000000 FIs at cDPA values
higher than 1.5. The first moment of the histogram is
close to zero, ensuring that the stationary state with re-
spect to total energy is maintained. The figure reveals
a central peak at zero energy, and two smaller peaks at
energies of ±5 eV. There is also a third peak at 10 eV
that is better seen in a log-log plot of the negative do-
main of the distribution (Fig. 6b). Inspection of Fig. 6b
reveals two further peaks of decreasing intensity, again lo-
cated at multiples of 5 eV. Such peaks are due either to
the creation or annihilation of (multiple) Frenkel pairs,
where for the Mendelev potential the energy of an iso-
lated Frenkel pair in the otherwise perfect BCC lattice is
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a)

b)

c)

d)

FIG. 5. Atomistic and dislocation visualization of BCC Fe microstructural configurations at cDPA values of a) 0.02 — the
linear FI regime, b) 0.1 — the onset of dislocation loop nucleation and growth, c) 0.2 — dislocation coalescence and the onset
of formation of an extended dislocation network and d) 2.5 — the steady state of an extended (system-spanning) dislocation
network. The left panels display the vacancy content, the central panels the isolated interstitial content, and the right panel the
dislocation content. Note the particularly high vacancy content of the microstructure corresponding to 2.5 cDPA, where the
isolated interstitial and dislocation density content are both relatively low. This vacancy content is balanced by self-interstitials
contained in the system-spanning dislocation network. The steady state configuration shown in d) has the highest volume
(upon cell relaxation at fixed zero stress — see Sec. VI), owing to defect-induced swelling.

5.24 eV.

Fig. 6 indicates that the most probable response of the
material to a FI is a negligible change in energy. This
originates either from the randomly displaced atom fill-
ing an existing vacancy site, or from the annihilation of

an existing Frenkel pair. The next likely responses are
either a rise in energy due to the creation of an additional
vacancy and interstitial directly from the FI, or a drop
in energy corresponding to multiple Frenkel pair annihi-
lation. It is the balance of these three possible responses
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FIG. 6. a) Histogram derived from the statistical analysis of
energy changes due to a single Frenkel insertion performed
in the steady state regime. b) Shows the same data for the
negative domain (energy drop) as a log-log plot indicating
a periodically peaked distribution corresponding to multiple
Frenkel pair annihilation that merges to a power-law tail with
an exponent equal to approximately 3.6.

to a new FI that ensures the steady state nature of the
microstructure developing in the φ� 1 limit.

The response mode of type 3) is quite remarkable, for
it suggests a collective and therefore less local stress re-
laxation event involving many atoms. Fig. 6b shows that
such a response populates the power-law tail of the his-
togram and can entail an energy drop of up to O(100eV)
— an asymptotic regime in which the peak-structure as-
sociated with Frenkel pair annihilation is completely lost
within the log-log scale of the current statistical data.
The observed power law of∼ 1/∆E3.6 indicates that such
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FIG. 7. Snapshot of the total energy plotted as a function of
canonical DPA (Frenkel pair insertion number divided by the
total number of atoms) within the steady state regime. The
upper horizontal axis shows the total energy as a function
of the actual Frenkel pair insertion number. Both energy
and Frenkel pair insertion number are relative to the starting
configuration taken at a cDPA of 2.5. The inset shows a zoom-
in, as just a function of the Frenkel pair insertion number, of
a region of the curve that exhibits a larger energy drop of 200
eV upon a single Frenkel pair insertion.

collective response events are relatively rare, but not ex-
ponentially rare as would have been the case for a Gaus-
sian distribution of energy drops. This non-Gaussian fea-
ture of the histogram reflects a non-trivial potential en-
ergy landscape characterised by energy and length scales
well beyond those associated with an isolated microscopic
Frenkel pair defect.

Fig. 7 displays the total energy change as a function of
the FI number, beginning at a cDPA value of 2.5. Two
scales of change-in-energy are seen. The first involves
changes in energy associated with each FI, the statistics
of which are described by the histograms of Fig. 6. The
inset of Fig. 7 displays a zoomed-in region where an FI
has caused a drop in energy of almost 200 eV. Detailed
inspection of the corresponding atomic arrangements re-
veals a structural response occurring over a spatial vol-
ume of several nano-metres, in a region far from the final
position of the displaced atom and about a nano-metre
from the vacancy created by the FI. This is visualized
in Figs. 8a and b, which show the dislocation content a)
before and b) after a FI. Also shown in both a) and b)
are the atomic displacements greater than 0.1Å, which
occur between the two atomic configurations. The fig-
ure demonstrates that the drop in energy of almost 200
eV originates from a major stress-driven reorganisation
of the dislocation structure, in which a dislocation loop
moves and coalesces with a larger nearby loop.

Fig. 9 now displays the entire simulation cell in which
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(a) (b)

FIG. 8. Visualization of a region in which only the dislocation lines are shown, which are identified according to the algorithm of
Stukowski et al.80,81. The shade of blue indicates the character of the identified segments where blue represents edge character
and red represents screw character. a) Shows the dislocation structure prior to Frenkel pair insertion number 4163 (see Fig. 7)
and b) shows the dislocation structure after the insertion. Both panels include atomic displacements greater than 0.1 Å between
these two configurations, with the color corresponding to the atoms displacement magnitude. The long red vector to the right
of each panel indicates the displacement associated with the Frenkel pair insertion. Only part of the of the vector is seen, with
the upper end showing the location of the created vacancy defect.

only those atoms that undergo a displacement greater
than 0.01Å are shown. Each atom is colored according
to its displacement, with blue representing O(0.01Å) dis-
placements and red O(1.0Å) displacements. These larger
displacements are centered on the structural transforma-
tion process described in Fig. 8. The figure shows that
the spatial extent of the displacement field has a domi-
nant quadrupole symmetry — a result that is theoreti-
cally expected from the far-field elastic stress and strain
field of a localised defect structure, see e.g. equations
(18) and (22) of Ref.83.

The second fluctuation energy scale seen in Fig. 7 is
associated with a O(1000eV) energy drop equivalent to
the annihilation of approximately one thousand FIs, note
the large drop in energy occurring between FI numbers
1000 to 2000. This extended regime of microstructural
evolution is dominated by a large number of sequential
relatively small energy drops, each corresponding to the
annihilation of one or two Frenkel pairs per FI. A sim-
ilar figure to Fig. 9 is shown in Fig. 10, where now the
two configurations are at FI numbers 1300 and 1400. An
inspection of Fig. 10 reveals a spatially homogeneous dis-
tribution of local displacement fields, where each has a
pronounced quadrupolar symmetry.

The observation that a sequence of several hundred
Frenkel pair insertions produces an energy reduction sug-
gests that the microstructure is characterised by a poten-
tial energy landscape whose valleys and ridges are sepa-
rated by energies on the O(1000eV) scale. Such a large
energy variation is “rippled” by the local energy minima
of the stable configurations between each FI, and thus

FIG. 9. Partial atomic configuration at Frenkel pair insertion
number 4163 (see Fig. 7), showing only those atoms whose
displacements are larger than 0.01 Å when compared to the
configuration at Frenkel pair insertion number 4164. The cen-
ter of the dominant quadrupolar structure is located in the
region where a dislocation loop has coalesced with a neigh-
bouring larger dislocation loop. The yellow shaded plane in-
dicates the cut plane beyond which atoms are not shown.

involving an energy scale of O(1eV). It is noted that a
similar behaviour is seen for comparable increases in en-
ergy, which is an expected result under the statistically
steady state condition. Visual inspection of the disloca-
tion network over the FI number range from 1000 to 2000
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FIG. 10. Partial atomic configuration at Frenkel pair insertion
number 1300 (see Fig. 7), showing only those atoms whose
displacements are larger than 0.01 Å when compared to the
configuration at Frenkel pair insertion number 1400. The cir-
cled regions display typical local displacement fields resulting
from individual Frenkel pair insertion, which can vary in size
and orientation, but with a similar quadrupolar symmetry.
The yellow shaded plane indicates the cut plane beyond which
atoms are not shown.

reveals negligible change in its structure, supporting the
notion that it is the dislocation network configuration
that determines this larger scale of the potential energy
landscape.

The changing displacement fields seen in Figs. 9 and 10
naturally entail a fluctuating internal strain and therefore
a fluctuating internal stress produced by the FIs. The use
of an empirical central-force model, such as the Mendelev
EAM potential for Fe, allows for a straightforward esti-
mate of the local stress variations at the resolution of
an atom84. Such a calculation requires a spatial defini-
tion of the local atomic volume, a quantity that is some-
what arbitrary on the scale of a bond-length. However,
the atomic volume enters the stress calculation as a pre-
factor and its calculation may be avoided by considering
the logarithm of the atomic stress. Since the local stress
can vary greatly over the atomic scale, the now additive
log-volume term may be neglected since it varies little
in comparison to the logarithmic variations of the actual
stress. In what follows we follow this approach, however
still refer to the displayed quantity as the logarithm of
the local stress.

Fig. 11 plots the calculated local stress, shown as the
corresponding von Mises shear stress for the configura-
tions considered so far. The von Mises shear stress is a
scalar parameter proportional to the square root of the
positive definite J2 invariant of the 3× 3 stress tensor σ̂,
σvM =

√
3J2, where

J2 =
1

2

[
Tr
(
σ̂2
)
− 1

3
(Trσ̂)

2

]
,

(the Cauchy stress tensor with the hydrostatic pressure
p = − 1

3Trσ̂ subtracted from its diagonal elements), and
represents a convenient measure of the magnitude of the
shear stress corresponding to the largest shear strain en-
ergy85. In these figures, a cross-section of atoms is dis-
played which are colored according to the logarithm of
their von Mises shear stress. General inspection revels a
strong variation of the internal shear strain consisting of
both large discrete values localized at dislocation cores,
as well as a somewhat smoother variation occurring at
the nano-meter length scale. This latter component is
due to the strain fields associated with lattice defects.
Similar variations can be seen when the local hydrostatic
pressure is considered.

Figs. 11a and b correspond to the atomic configura-
tions immediately before and after the FI, which causes
a drop of almost 200 eV and the associated coalescence
of two dislocation loops (see Figs. 8 and 9). The cho-
sen atomic slice intersects the spatial region where this
occurs, and is identified by the yellow circles. In this
circled region, the local shear stress clearly changes at a
length scale of several nano-meters due to the changes in
the elastic fields due to the dislocation reaction. Figs. 11c
and d correspond to the atomic configurations at FI num-
ber 1300 and 1400 (see Figs. 10). For this regime of be-
haviour there is little change at the nano-metre scale of
the shear stress due to little change in the dislocation
network and its corresponding elastic fields. However,
changes are seen at the local atomic scale of the intersti-
tials annihilated by the FIs, reflecting the predominantly
local atomic structural response to FI.

The picture that therefore emerges is a steady-state
micro-structure whose internal stress and strain are
largely determined by the fluctuating dislocation network
that consists of both dislocation loops and extended dis-
location line defects, as well as a population of isolated
interstitial defects. This defect structure is embedded
in a crystal lattice with a very high vacancy content of
approximately 4%. The larger energy scale of the cor-
responding potential energy landscape is determined pri-
marily by the dislocation network, and may be associated
with a spatial length-scale set by its line density. Super-
imposed on this larger-scale potential energy landscape
of valleys and ridges is a smaller energy and spatial length
scale of fluctuating energy minima set by the more local
structures of the isolated or clustered interstitial and va-
cancy defects. This lower energy scale is linked to the
larger energy scales by the collective nature of the dis-
location network, allowing a change in the local atomic
structure to induce a change at much larger energy and
length-scales, as evidenced by the single FI inducing a
dislocation reaction resulting in loop coalescence that we
discussed above.

The persistence of the steady microstructural state
with respect to further FI has been demonstrated up to
a value of 20 cDPA for the smaller simulation cell sizes.
Figs. 12a and 12b display the pressure and isolated defect
content evolution for the 30×30×30 BCC unit cell system
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FIG. 11. Plot of atomic configurations where atoms are coloured according to the logarithm of their local von Mises shear stress
in which the darker colours refer to lower values of the logarithm. Each panel visualises the same plane of atoms intersecting
the region (circled in yellow) containing the dislocation loop coalescence event seen in Figs. 8 and 9. Panels a) and b) are
the configurations before and after the Frenkel pair insertion triggering the coalescence (Frenkel pair insertion numbers 4163
and 4164 — see Fig. 7). Panels c) and d) are for prior configurations (Frenkel pair insertion numbers 1300 and 1400 — see
Fig. 7), and show the variation in shear stress due to 100 Frenkel pair insertions that do not trigger significant dislocation
reorganization.

size. This size is sufficiently large for an extended net-
work of dislocations to emerge and to remain. The figures
reveal a steady state in both pressure and defect content
up to 20 cDPA. Comparison of these figures to the data
for the 80 × 80 × 80 BCC unit cell system size (Fig. 2
and Fig. 3) show quantities that vary more when com-
pared to the corresponding averages — see appendix. A.
This is a global cell size effect that becomes increasingly
relevant when the simulation cell size becomes compa-
rable to the characteristic length scale associated with
loop coalescence and dislocation network reorganisation.
Indeed, for smaller system sizes, the dislocation line den-
sity can fluctuate between zero and a value comparable
to that seen in Fig. 4. This is not unexpected and simply

signifies the fact that forming extra atomic planes in the
simulation cell as a result of growth and coalescence of
interstitial dislocation loops becomes easier in the rela-
tively small cell size limit.

V. COMPARISON TO CASCADE OVERLAP
SIMULATIONS

The multiple overlap cascade simulations by Granberg,
Nordlund et al. Refs24,71, carried out using the Fe po-
tential by Mendelev, provide defect evolution data up
to 0.16 NRT-DPA. Fig. 13 plots the interstitial percent-
age versus cDPA arising from the early stages of Frenkel
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FIG. 12. Plot of a) the global pressure and b) isolated defect
content as a function of the Frenkel pair insertion number,
measured as a function of canonical DPA (Frenkel pair in-
sertion number divided by the total number of atoms). The
pressure is plotted in units of the perfect BCC crystal bulk
modulus of the empirical potential. Note that these high dose
simulations suggest that while the onset of the asymptotic mi-
crostructural state occurs at the dose close to φ ∼2.5 cDPA,
the ultimate steady state develops at a somewhat higher
dose φ0 ∼ 5 cDPA, in agreement with experimental obser-
vations33,38.

pair insertions along with scaled data originating from
the cascade overlap simulations using the same empiri-
cal potential. The original data are taken from Fig. 9 of
Ref.71, and represents the interstitial defect percentage
versus NRT-DPA. The scaling used is

f(x)→ af(bx), (2)

with a = 7.0 and b = 3.1, resulting in a remarkable qual-
itative agreement between our Frenkel pair insertion and
overlap cascades simulations at 300K. Via b, we now have
a direct relationship between the model based NRT-DPA
measure and our cDPA measure. That a is not equal
to unity, indicates a quantitative difference between the
0K and 300K conditions on the time scale of the latter,
finite temperature, MD simulations. There is however
no qualitative difference between the two temperatures
for a regime of the early linear stage of evolution asso-
ciated with the creation of initial isolated Frenkel pairs
and then the nucleation and growth of small dislocation
loops. This underlies the important result that despite
the increased mobility of the interstitial defects at 300K,
the basic processes seen here at 0K remain the same,
and also involve the creation of Frenkel pairs, the clus-
tering of interstitials to nucleate dislocation loops, and
the subsequent growth of loops leading to the formation
of a dislocation network. At T = 0K, the interstitial
transport occurs via an athermal mechanism driven by
teh spatially fluctuating stress, where as at 300K in pure
iron some of the defects migrate via thermal activation,
the latter resulting in increased recombination and thus
a lower interstitial count. Despite the increased recom-
bination rate, the increased mobility also makes it more
likely that interstitials form clusters in a way that gives
rise to a qualitatively similar behaviour to the 0K Frenkel
pair insertion simulations.

Concluding this section, we note that while it is ex-
pected that thermally activated migration of defects
would likely reduce the magnitude of swelling as well as
the density of defects compared to predictions derived
from a simulation describing the T = 0K limit, in alloys
or materials with complex microstructure, also contain-
ing a significant amount of impurities, the difference be-
tween predictions derived from low-temperature simula-
tions and experimental observations might not be overly
large. If the mobility of defects is impeded by their in-
teraction with impurities, for example carbon and nitro-
gen interstitial atoms in steels, the defect immobilization
effect would play a part equivalent to a significant re-
duction of temperature, making the results of this study
pertinent to observations.

VI. LATTICE STRAIN AND SWELLING

By plotting the evolving hydrostatic pressure divided
by the appropriate bulk modulus, as is done in Fig. 2, we
acquire an estimate for the volumetric swelling equivalent
to our fixed volume FI simulations. To explore the quan-
tities that can be observed experimentally to monitor
the swelling of materials exposed to irradiation, we now
relax the simulation cell corresponding to the resulting
configurations while maintaining its orthorhombic sym-
metry. Such a relaxation involves a conjugate gradient
relaxation of both the atomic coordinates and the sim-
ulation cell as a whole. A change in simulation cell vol-
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FIG. 13. Comparison of the interstitial defect content, in per-
cent per lattice site units, versus canonical DPA derived from
the Frenkel pair insertion method developed in this study,
and the scaled data derived from cascade overlap simulations
performed for pure Fe at 300K in Ref.71.

ume will result in both an affine (homogeneous) and non-
affine (heterogeneous) displacement field of atomic coor-
dinates. Inspection of the non-affine component between
the fixed-volume and resulting zero-stress configurations,
reveals an average displacement of approximately 0.01 Å
and thus a negligible change in defect structure. This was
confirmed by visual inspection of the defect structures.

Fig. 15a plots the swelling (percentage volume in-
crease) derived from the converged simulation cell volume
as a function of cDPA. Inspection reveals that swelling
is approximately 10% larger than the value predicted by
the hydrostatic pressure to bulk modulus ratio, but oth-
erwise it follows closely the evolution of the hydrostatic
pressure derived from the fixed volume simulations illus-
trated in Fig. 2.

To investigate the evolution of the lattice strain de-
veloping as a result of accumulation of defects in the
material, we calculate the X-ray structure factor from
which the location of the {100} Bragg diffraction peak is
determined as a function of cDPA. The examination of
X-ray structure factor is a common way of experimental
determination of strain86,87. In the present calculation
of the structure factor we do not include the scattering
geometry or the appropriate atomic form-factor, which
would be required for a direct comparison of predictions
with observations, and simply calculate the magnitude
squared of

S(k) =
1√
N

∑
i

exp (ik · ri) (3)

where N is the number of atoms at positions ri
within the simulation box of volume LxLyLz, and

k = 2π(nx/Lx, ny/Ly, nz/Lz). Fig. 14 shows two-
dimensional cross-sections of scattered intensity gener-
ated using the atomic configurations corresponding to
the cDPA values of 0.2 and 2.5.

The corresponding lattice strain in the cell is deter-
mined from the position of the {100} Bragg wave-vector
k calculated via the relation k0(1/k − 1/k0), where k0 is
the {100} Bragg wave-vector corresponding to the initial
ideal defect-free BCC lattice. Fig. 15b plots this strain as
a function of cDPA, with the inset showing its evolution
at low cDPA values. An inspection of this figure demon-
strates an initial increase of the lattice strain occurring
during the linear FI insertion regime when each FI pro-
duces a vacancy and an isolated interstitial. The lattice
strain reaches a maximum at a cDPA value of approxi-
mately φ = 0.05, which is precisely the point at which
the interstitial defect content begins to decrease, signify-
ing the beginning of the dislocation loop nucleation and
growth regime. As the cDPA values continue to increase,
the lattice strain decreases and nears zero in the limit
when the microstructure has evolved into an asymptotic,
exposure-invariant, steady state. A qualitatively similar
trend has been seen in the X-ray derived strain for Ura-
nia59, although in that case, the final strain of the steady
state was non-zero.

VII. DISCUSSION

This work has explored how the microstructure of a
metal evolves in response to the gradual accumulation
of elementary radiation defects. The CRA algorithm,
representing possibly the simplest conceivable model for
the microstructural evolution of a material resulting from
the accumulation of defects, provides a computationally
expedient way of exploring the effect of irradiation on
microstructure at atomic level resolution in the arbitrar-
ily large dose limit. The analysis presented here focuses
on the evolution occurring at low temperature, where
the dynamics of microstructure is driven not by thermal
activation but by the relaxation of spatially fluctuating
stress generated by the defects. This mode of evolution,
while often observed experimentally and encountered in
applications, has so far presented the greatest difficulty
to simulations.

The CRA model considered above has a unique fea-
ture that it presents a direct mapping of the dose to mi-
crostructure, treated in the statistical mechanics sense.
In the presence of thermal activation, this unique map-
ping no longer exists, and microstructural evolution has
to be treated in the space of three variables: time t, dose
rate φ̇ = dφ/dt, and temperature T . In the limit T = 0,

microstructure is a unique function of dose φ =
∫
φ̇dt.

By a direct simulation, we find that starting already
from a relatively small dose φ ∼ 0.02 canonical DPA,
microstructure evolves in a complex non-linear manner,
exhibiting a structural transition from an ensemble of
isolated defects and clusters of defects to a steady-state
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a) b)

FIG. 14. Plots of X-ray scattering intensity computed for the {100} family of Bragg peaks using atomic configurations simulated
for the cDPA values of 0.2 and 2.5. The intensity is shown on the logarithmic scale.

microstructure dominated by a system-spanning disloca-
tion network, resulting from the homogeneous nucleation
and growth of interacting dislocation loops, embedded
in a dense field of vacancies and vacancy clusters. The
fact that vacancies and vacancy clusters, not detectable
by conventional transmission electron microscopy, are
present in irradiated materials at high concentration is
well documented experimentally82, and the simulations
presented here show how such vacancy-rich microstruc-
tures form.

In Sec. IV we see that the potential energy landscape
of this steady state exhibits a hierarchy of energy and
length-scales that directly correspond to the evolving de-
fect content driven purely by spatially fluctuating stress.
In particular, it is variations in the dislocation config-
uration that affect the largest energy and length-scales
of this microstructural landscape through changes in the
internal stress at the scale of nano-metres and beyond.
This is most strikingly displayed through Fig. 6, which
plots the probability distribution for the change in en-
ergy due to a single Frenkel pair insertion, with a similar
distribution found for the changes in stress. Whilst the
total first moment of this distribution is zero, thus ensur-
ing the steady state condition, Fig. 6b demonstrates that
a resulting drop in energy can range from the electron-
volt energy scale associated with a Frenkel pair annihi-
lation, to hundreds of electron-volt energy scale due to
dislocation reorganization. The statistics of this latter
regime is characterized by a power-law tail with an expo-
nent greater than three. This, distinctly non-Gaussian,
part of the distribution reflects the strongly correlated
nature of the resulting microstructure, where spatially
separated regions cannot be considered independent from
each other.

The large value of the exponent does however ensure
a finite first and second moment for the associated drop
in energy due to Frenkel pair insertion, and thus a well

defined steady state. However, a diverging fourth (and
higher) order moment suggests that strong deviations,
whilst rare, will occur, corresponding to large changes
in energy and dislocation network configuration. That
such a strong material response can occur due to a lo-
cal perturbation, indicates that the underlying steady
state micro-structure has features which may be under-
stood from the perspective of criticality88. Dislocation
structures are known to exhibit regimes of spatial and/or
temporal scale-invariance, described by various power-
law distributions, which is characteristic of an out-of-
equilibrium critical point89,90, and whose response to a
global perturbation such as an external load may fall into
a certain universality class that defines the critical state.
Within this context, it will be desirable to investigate
the emergent non-universal structural length-scales of our
steady state, that ultimately would suppress such scale-
free behaviour and result in a statistically meaningful
average material response: a highly desirable property of
an engineering-relevant material.

As a function of dose, the evolution of miscrostruc-
ture is non-linear and non-monotonic. While the defect
content and the resulting internal pressure vary mono-
tonically as functions of dose, the microstructure itself
evolves from a state characterised by the gradually in-
creasing density of defects and clusters of defects to a
state involving an extended large-scale dislocation net-
work, forming as a result of interaction and coalescence
of loops. This is expected to influence a range of proper-
ties, including the ease of recovery of defects that would
require a significantly higher annealing temperature at a
dose above 0.05 DPA in comparison with the low dose
exposure; the likely effect on mechanical properties char-
acterized for example by a non-monotonic variation of
radiation hardening as a function of dose, with a peak
at ∼0.1 DPA or below; a potentially significant role of
climb in relation to mechanical deformation, as the dis-
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FIG. 15. a) Percentage volume swelling derive from the or-
thorhombic cell relaxation performed at a fixed zero external
stress. b) Lattice strain derived from the 100 Bragg peak
shift. In both figures, insets show a zoom-in of the low cDPA
interval of microstructural evolution. In the limit of high
dose, the lattice strain, primarily associated with the spa-
tially localised isolated defects gradually diminishes whereas,
the total swelling saturates at its highest value as a result of
the formation of the system-spanning dislocation network.

location network driven by the applied stress in a dense
ensemble of defects would evolve differently from predic-
tions based on an application of the Orowan model91; and
possible implications for radiation embrittlement where
a complex microstructure evolving in the high dose limit
cannot be adequately represented by a set of spatially
well separated obstacles.

How do the above simulations compare with experi-
mental observations? At the beginning of this study we

noted that the intrinsic relaxation timescales of evolution
of microstructure may be macroscopic even if the temper-
ature is relatively high, and can vary from hours40,41 to
weeks42 and even months38. If the dose-rate is sufficiently
high such that the corresponding irradiation time-scale is
shorter than the relaxation time of the evolving micro-
structure, athermal stress driven processes will dominate
the evolution. This regime of response will always be the
case at low enough temperatures, but can also be rele-
vant at ambient or elevated temperatures if the relaxation
time of the steady state micro-structure is sufficiently
large. This view point represents a change in paradigm
from the usual perspective that thermally activated pro-
cesses are primarily responsible for micro-structural evo-
lution. The present work and the associated CRA al-
gorithm offer a viable modelling strategy to investigate
this new paradigm. Indeed, with minimal computational
effort, a steady-state microstructure is achieved that is
resistant to canonical irradiation and has strong qualita-
tive similarities with what is seen experimentally in the
high dose limit. That such a microstructure can be pro-
duced purely through stress driven processes is remark-
able and best demonstrated by comparing the volumetric
strain, measured in terms of a bulk volume change, and
lattice strain, measured in terms of lattice expansion, see
. VI. Fig. 16 combines the data of Figs 15 and shows
the volumetric strain obtained by relaxing the simula-
tion cell volume to a zero pressure state, and the average
lattice strain, multiplied by three, obtained via a peak-
shift analysis of X-ray diffraction spectra simulated as a
function of canonical DPA. The figure demonstrates good
initial agreement between the two isotropic strain quan-
tities at low cDPA, reflecting the fact that the origin of
swelling in the dilute dose regime is due to the lattice
strain of point defects. At a higher dose, the two strain
measures diverge, with the lattice strain approaching zero
in the steady state limit. As already discussed in Sec. VI,
this result demonstrates that the athermal stress-driven
simulation protocol readily generates the extra atomic
planes that contribute to the swelling phenomenon.

Concluding this study, we note that the above analysis
and numerical results have direct implications for mod-
elling structural components on the macroscopic scale83,
and the computational methodology should help address
the still outstanding challenges of nuclear engineering
and reactor design.
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Appendix A: System size effect

Here we consider the effect of system size upon ap-
plication of the CRA method through the study of those
quantities shown in Sec. III for the case of the 80×80×80
BCC unit cell. Here, three smaller simulation cell sizes
are considered: 10×10×10, 20×20×20 and 40×40×40
again using the Mendelev Fe potential. Fig. 17a plots the
evolution of the global hydrostatic pressure as a function
of canonical DPA. For the smallest system size consid-
ered, the pressure is somewhat lower and more strongly
fluctuating. As the system size increases, the magnitude
of fluctuations diminishes and the steady-state pressure
approaches that of the largest cell size of 80 × 80 × 80.
The change in energy per atom as a function of canonical
DPA for different system sizes (not shown) shows a de-
pendence that on average is independent of system size,
however with an increase in the magnitude of fluctua-
tions as the system size decreases. The results of secs. III
and IV which demonstrated that strong local variations
in internal stress correspond to re-organizations in the

dislocation network structure, suggest that the increased
fluctuations in both energy and pressure as the system
size reduces originate from an increase in the fluctua-
tions of the corresponding lattice interstitial and dislo-
cation populations, where for the smallest system size
small dislocation loops can nucleate, grow and disappear
as they approach the size of the simulation cell — to
be replaced by a system spanning extra plane of atoms.
This is confirmed by inspection of the evolving disloca-
tion content. Fig. 17b plots the total dislocation content
as a function of canonical DPA for the four system-sizes
considered, and it is seen that for the smallest system
size of 10×10×10 unit cells the dislocation content fluc-
tuates between zero and a finite value larger than that of
the 80× 80× 80 BCC unit cell sample.

Appendix B: Comparison of different Fe potentials

Here we consider the dependence of the response of
the material to multiple Frenkel pair insertions on the
choice of the Fe empirical potential describing interac-
tion between the atoms. The potentials we compare are
the EAM potentials of Mendelev et al.66 and the second
generation magnetic potential of Chiesa et al.67. Fig. 18
plots the change in energy per atom and hyrdrostatic
pressure, vacancy and lattice interstitial population and
total dislocation line density as a function of canoni-
cal DPA for the system size of 40 × 40 × 40. Fig. 18a
demonstrates a qualitative similarity between the empir-
ical potentials for the evolving change in energy and pres-
sure. The Chiesa Fe magnetic potential is also reaching
a steady state beyond the cDPA value of φ ∼ 1, however
the final change in energy and pressure is non-negligibly
larger than for the Mendelev Fe potential. Hence there
are quantitative differences in the steady state energy
storage properties between the potentials. The origin of
this non-negligible difference between the potentials, pre-
dicting nearly identical formation energies of defects, may
be seen in the lattice and line defect populations shown
in Figs. 18b and c, where the vacancy and 1/2〈111〉 dis-
location populations are larger, whereas the lattice in-
terstitial and 〈100〉 dislocation populations are smaller
for the Chiesa potential. Indeed, the ratio between the
different defect concentrations of the two Fe potentials
is comparable to the ratio of the differences between the
energy and pressure seen in Fig. 18a. The general evolu-
tion of these defect populations is however qualitatively
the same, reflecting the empirical potential independence
of the general picture of microstructural evolution involv-
ing a dilute lattice defect regime, followed by a interstitial
loop nucleation and growth regime, and finally a loop co-
alescence regime as the material micro-structure enters
the steady state regime.
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FIG. 17. Plots of a) global hydrostatic pressure and b) total
dislocation density as a function of canonical DPA (Frenkel
pair insertion number divided by the total number of atoms)
for BCC iron for four system sizes.

Appendix C: Tungsten

The Frenkel pair insertion method is now applied to
BCC Tungsten using the potentials of Marinica et al.69

and Mason et al.70. Fig. 19 shows data similar to that
shown for Fe in Fig. 18. Fig. 19a demonstrates that
both potentials for W exhibit similar behaviour as Fe for
the evolving change in energy and pressure. The two W
potentials demonstrate quantitative differences between
the steady state values of pressure and energy. Fig. 19b
plots the evolving vacancy concentration with respect to
canonical DPA. For the case of lattice interstitials, the
approach used for distinguishing lattice interstitial de-
fects from that of extra-half planes does not work for W.
This most likely due to the delocalized nature of the 〈111〉
crowdion interstitial defect when compared to that of the
〈110〉 dumbbell interstitial geometry of Fe. Like that of
Fe, the ratio of the different vacancy concentrations is
comparable to the ratio of the different pressure and en-
ergies between the two potentials suggesting the differ-
ences seen in Fig. 19a might originate in the different
defect concentrations of the potentials. This difference
in defect densities is also seen in the different dislocation
line densities shown in Fig. 19c. Specific to W, Fig. 19c
shows that for the Marinica potential, an initial domi-
nance of small 〈100〉 loops, whereas for the potential of
Mason, 1/2〈111〉 loops initially dominate. In the steady
state regime, both potentials exhibit the dominant pres-
ence of 1/2〈111〉 loops. The origin of this difference lies
in the incorrect ordering of 〈100〉 and 1/2〈111〉 loop ener-
gies, found in simulations that use the Marinica potential
to model small loops72.
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